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Content

• Types of spatio-temporal data: spatial events, spatial time series, and 
trajectories of moving objects.

• Transformations between the data types.

• Partition-based and density-based clustering.

• Two possible perspectives for looking at spatial time series and two 
complementary ways of applying partition-based clustering to them. 

• Real-time detection of event concentrations
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Types of spatio-temporal data
Data with spatial and temporal components
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Spatial events

• A spatial event is a physical or abstract entity that appears at a certain time 
at a certain location in space.

• Instant event: appears but does not exist any longer

• or the existence time is negligibly small or out of interest for analysis

• Durable event: exists during some time interval

• Examples

• Instant: lightning flash, photo taken, tweet posted

• Durable: election, stormy weather, New Year celebration

• Data structure: < event identifier*, spatial position, time of appearing, time of 
disappearing or duration of existence**, any attributes>

* May not be given explicitly; it is assumed that each data record describes one event

** Need to be specified only for durable events
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Example: posted tweets
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Spatial location Time of 
appearance
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Spatial positions of the tweet posting events

Spatio-temporal positions of the events

The idea of space-time cube comes from: 
Hägerstrand. T. (1970). 

“What about people in regional science?” 
Papers of the Regional Science Association; 24:7-21.

Notes:
1. Events may have non-zero spatial 

extents (not necessarily points).
2. Durable events can be represented in 

a space-time cube by vertical bars or 
prisms.



Trajectories of moving objects

• A trajectory is a chronologically ordered sequence of time-referenced spatial 
positions of a moving object

• Examples: GPS tracks of vehicles or animals

• Data structure: <object identifier and/or trip identifier, time stamp, spatial 
position, any attributes>
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Example: trajectories of vehicles
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Spatial position
Time stampTrip identifier

Object 
identifier
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Spatial footprints of multiple trajectories



Spatial (= spatially referenced) time series

• A time series is a chronologically ordered sequence of data items that refer 
to different moments or intervals in time

• Time series of attribute values

• E.g., measured values of weather parameters at different times

• Time series of satellite images

• A spatial time series is a set of time series of attribute values, where each 
time series refers to a distinct spatial location (point or region in space) or a 
spatial object.
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Example: crime statistics
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...

...

Reference 1: time
Reference 2: place Attributes



References are not always in table columns
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Reference 1: 
place

Reference 2: time



Slices of spatial time series 
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Space as a whole

Selected time

Selected place

Time as a whole

Slice: spatial behaviour (= distribution of 
attribute values over space) at this time

Slice: temporal behaviour (= variation of 
attribute values over time) in this place

tk

sj

1)

2)



Two complementary views of spatial time series

1. As a spatial distribution of local time 
series: a set of time series of attribute 
values in different locations

2. As time-varying spatial situations: 
sequence of spatial distributions of 
attribute values at different times
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…
t1 t2 t3

These views require different visualisation and analysis techniques.



Transformations of spatio-
temporal data
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Transformations of spatio-temporal data
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Spatial time series 
(place-based)

Trajectories

Spatial time series 
(link-based)

Local time 
series

Spatial 
situations

aggregate

aspects (views)

Spatial events

integrate

disintegrate, 
extract

aggregate extract

divide



Spatial events  trajectories
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Tweet events of one Twitter user

Trajectory of the Twitter user



18

Spatial events  trajectories

Tweet events of multiple users



Quasi-continuous vs. episodic trajectories
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Quasi-continuous:
• Small spatial and temporal distances 

between consecutive positions
• Spatially smooth
• Permit interpolation between 

recorded positions.

Episodic:
• May have large spatial and temporal 

gaps between consecutive positions
• Spatially abrupt
• No valid interpolation between 

recorded positions is possible.



Trajectories  spatial events (of interest)
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E.g., stops for at least 5 minutes



Spatio-temporal aggregation of events

• Spatial events and their thematic attributes can be aggregated spatially by 
spatial compartments and time intervals.

• Partition the underlying space extent into suitable compartments (areas)

• Create a regular or irregular grid

• Use a pre-existing division (e.g., administrative)

• Partition the time span of the data into intervals

• For each compartment and time interval:

• Count the events; possibly, normalize by compartment areas, resident population, …

• Compute statistics of values of thematic attributes

• Resulting data type: spatial time series of

• event counts, densities, counts per capita, …

• statistical summaries of thematic attributes: mean, median, mode, minimum, 
maximum, quantiles, …
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Voronoi tessellation (a.k.a. Voronoi diagram)

• The partitioning of a plane with N points into convex polygons (cells), such 
that 

• each polygon contains exactly one generating point

• every point in a given polygon is closer to its generating point than to any other.

• The generating points are also 
called seeds.

• A Voronoi diagram is also known 
as a Dirichlet tessellation.

• The cells are called Dirichlet
regions, Thiessen polytopes, or 
Voronoi polygons.
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Used for building irregular grids



Data-driven tessellation
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Step 1: apply a special algorithm for 
grouping of points based on their 
spatial proximity.

The main idea: put the points into 
circles with a given maximal radius R.

In this example, R = 1000 m.

Step 2: use the centres of the point 
groups as the generating seeds for the 
Voronoi tessellation.



Spatial events  spatial time series
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Spatio-temporal aggregation of trajectories

• Partition the underlying space extent into suitable compartments (areas)

• Partition the time span of the data into intervals

1. For each compartment C and time interval t, count the number of visits
that occurred during t and the number of distinct visitors
 place-based time series (time series of presence)

2. For each pair of compartments C1 and C2 and time interval t, count the 
number of moves (transitions) from C1 to C2 that occurred during t and the 
number of distinct objects that moved
 link-based time series (time series of aggregate moves, called flows)
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Trajectories  place-based time series 
(presence)
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The map shows 
the counts of 
distinct visitors 
transformed to 
the differences 
from the means 



Trajectories  link-based time series (flows)
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The flow symbols
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Arrow: shows the movement direction; 
the width can represent a numeric attribute, such as the number of 
moving objects or the count of moves.

Problem: it is hard to represent movements in two opposite directions.

Solution: use halves of arrows!

Movement to the right Movement to the left

Easy to put together:

Can show asymmetric 
amounts of movement



Another variant of flow symbols
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Flows obtained from episodic trajectories 
often intersect in space. They are hard to 
represent on a map in a readable manner. 
This does not mean, however, that such 
flows cannot be analysed.



Spatial time series  spatial events
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Events in time series: peaks, drops, trend change, …
Events of interest can be extracted from time series. 
Events extracted from spatial time series are spatial events.



Transformations of spatio-temporal data
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Spatial time series 
(place-based)

Trajectories

Spatial time series 
(link-based)

Local time 
series

Spatial 
situations

aggregate

aspects (views)

Spatial events

integrate

disintegrate, 
extract

aggregate extract

divide

Transformations enable multi-perspective analyses of spatio-temporal data.



Introduction to clustering
Partition-based and density-based clustering
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What is clustering?

• Loose definition: clustering is the process of organising objects into groups 
whose members are close or similar in some way.

• A cluster is a group of objects which are “similar” or “close” between them 
and are “dissimilar” or “distant” to the objects belonging to other clusters.
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Clusters of 
similar time 
series

Clusters of similar 
multi-attribute 
value 
combinations

Clusters of spatially close spatial 
objects

Clusters of spatially and temporally 
close spatial events



Role of clustering in visual analytics

• Grouping of similar or close items plays an essential role in VA

• as a tool supporting abstraction: elements  subsets; 
the subsets may be considered as wholes

• as a tool to manage large data volumes

• as a tool to find specific features of interest, e.g., event concentrations

• as a tool to deal with multiple attributes and multiple time series, which are hard to 
visualise
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Two major types of clustering

• Partition-based clustering (PBC): divide items into groups so that items 
within a group are similar (close) and items from different groups are less 
similar (more distant)

• Examples: k-means, SOM (self-organizing map)

• Property of the result: each item belongs to some group

• Density-based clustering (DBC): find groups of highly similar (close) items 
and separate from them items that are less similar (more distant) to others

• Examples: DBScan, OPTICS

• Properties of the results: some items belong to groups, other items remain 
ungrouped and are treated as “noise”

37



38

Example: DBC (left) and PBC (right) of points according to their spatial positions



Use of the two types of clustering

• Partition-based: 

• Typically applied to multiple thematic (non-spatial) attributes or to time series 
of thematic attributes

• Objective: divide objects into groups such that objects within a group have 
similar attribute values and differ from the objects in the other groups

• Density-based:

• Typically applied to spatial and temporal attributes of spatial or spatio-temporal 
objects

• Objective: find concentrations of objects in space or in space and time (i.e., 
groups of objects with close spatial locations and existence times)

• concentrations of objects may have special meanings; 
e.g., spatio-temporal cluster of low speed events  traffic jam
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Partition-based clustering of 
spatial time series
• as local time series

• as spatial situations
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PBC of local time series (e.g., k-means)
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Result: clusters of places



PBC of spatial situations (e.g., k-means)
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Result: clusters of times



Two-way PBC of spatial time series
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p
la

ce
s

times

PBC can be applied to table rows or to columns



Problem: what value of k to choose?

• Typically not known in advance

• Computation results (such as clusters) need to be properly visualised and examined

• Clustering results are often represented 
by colour-coding, which is applied to 
different visual objects, depending on the 
structure of the input data

• The analyst needs to run the tool with different settings and see how the results 
change

• The analyst then selects the settings bringing the “best” results:

• easy to interpret (e.g., understandable spatial patterns)

• internal variance within the clusters is sufficiently low 

• fit to the purpose (e.g., the intended analysis scale may require coarser or finer division)

Generally: for any computational tool, what parameter settings to choose?
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Density-based clustering
concept and parameters
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Density-based clustering (DBC)

• For a given object o, the objects whose distances from o are within a chosen 
distance threshold (radius) R are called neighbours of the object o.

• An object is treated as a core object of a cluster 
if it has at least N neighbours. 

• To make a cluster: 

1) some core object with all its neighbours is taken; 

2) for each core object already included in the cluster, all its neighbours are also 
added to the cluster (if not added yet).

• Some objects may remain out of any cluster (when they have not enough 
neighbours and do not belong to the neighbourhood of any core object). 
These objects are treated as “noise”.
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Goal: find dense groups of close or similar objects

R

N=3



Density-based clustering

• For DBC, the user needs to specify the neighbourhood radius (distance 
threshold) R and the minimum number of neighbours N. 

The use of DBC requires an understandable definition of distance between objects

• e.g., spatial distance or spatio-temporal distance. 

• Results of DBC greatly depend on the parameter choice.

• Visualisation and interactive exploration help the analyst to find suitable 
values for R and N that lead to good results.
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Parameters

Grey: “noise”
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Exploring the impact of the DBC parameters

Example: spatial clusters of point objects

R = 500m; N = 20 R = 250m; N = 20

R = 250m; N = 10 R = 100m; N = 10



Good parameter settings?
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R = 500m; N = 20 R = 250m; N = 20

R = 100m; N = 20R = 100m; N = 10

Some clusters are too loose and too extended in space. Some clusters are still too loose.

Clusters are compact and less numerous, 
but too many objects go to the noise.

Clusters are compact (but quite numerous).



Density-based clustering of 
spatial events
by positions in space and time
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DBC by spatio-temporal distances

• For any two objects, there is a distance in space dspace and a distance in time 
dtime.

• To cluster the objects by their spatio-temporal proximity, the analyst may 
choose two neighbourhood radii Rspace and Rtime

• e.g., Rspace= 300 m and Rtime = 30 minutes.

• However, the clustering algorithm requires a single distance and a single 
radius. 

 Spatial and temporal distances need to be combined together 

• e.g., d = max(dspace /Rspace, dtime/Rtime) * Rspace
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Used for finding spatio-temporal concentrations of spatial events



Example: spatio-temporal clusters of tweet 
events
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Rspace= 250 m; Rtime = 15 minutes; 8,476 events (2 days); 78 clusters with size >=10; largest 
cluster size: 370 events; noise: 5,897 events
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Density-based clustering: a summary

• Goal: find groups of highly similar (close) items and separate from them 
items that are less similar (more distant) to others.

• DBC is often applied to spatial and spatio-temporal objects

• to find spatial and spatio-temporal concentrations of objects;

• to find groups of objects with similar spatial or spatio-temporal properties

• Parameters: 

• distance threshold (neighbourhood radius) R

• minimal number of neighbours of a cluster core object N

• The analyst needs to set a meaningful distance threshold

Well understandable distances between items must exist

 Spatial distance, temporal distance, difference between directions, …
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Distance functions in DBC

• Elementary distances: spatial, temporal, difference of values of a single 
thematic attribute

• It may be necessary to group objects on the basis of two or more elementary 
distances, e.g., spatial and temporal

A distance function integrating the elementary distances is needed

• General approach: 

1) Set a separate threshold for each elementary distance

2) Transform the absolute elementary distances to relative w.r.t. the respective 
thresholds

3) Combine the relative distances: 

• take their maximum or compute the Euclidean or Manhattan distance

56



Investigation of parameter impact

• The results of DBC greatly depend on the parameter settings (values of R and 
N)

 It is necessary to run the clustering tool multiple times with different 
parameter settings

• Choose clear, easily interpretable results

• Results from different runs may complement each other and contribute to better 
understanding

• Interactive visual interfaces are used for investigating the results of different 
runs.
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Two major types of clustering: a reminder

• Partition-based clustering: divide items into groups so that items within a 
group are similar (close) and items from different groups are less similar 
(more distant)

• Examples: k-means, self-organizing map

• Property of the result: each item belongs to some group

• Density-based clustering: find groups of highly similar (close) items and 
separate from them items that are less similar (more distant) to others

• Examples: DBScan, OPTICS

• Properties of the results: some items belong to groups, other items remain 
ungrouped and are treated as “noise”
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Density-based clustering of 
streaming events
Real-time detection and tracking of spatio-temporal 
concentrations of events

59



Problem setting

• Scenario:

• Spatial events are registered in real time  stream of event data

• Any individual event is not significant but spatio-temporal concentrations (clusters)
of events are.

• Monitoring task: detect emerging clusters of spatial events and trace their further 
evolution

• Our goal: support the observer

• Automatically detect event clusters in the stream as soon as they emerge

• Visually present the detected clusters and all their further changes to the observer
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Motivating examples
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Among geo-located tweets, some 
may mention extreme weather 
conditions (e.g., a storm).

Spatio-temporal clusters of such 
tweets may indicate that certain 
regions are strongly affected by these 
conditions.

The observer wants to see not the 
individual events but the positions 
and sizes of the clusters as 
possible indicators of traffic jams 
(top) or storm-affected regions 
(bottom).

Spatio-temporal clusters of low speed 
events with similar movement 
directions may indicate traffic jams.

Low speed events are emitted by cars 
as the speed drops below a threshold.
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Real-time monitoring



Visualisation of a current cluster state and its 
recent history
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A: the current position of the cluster centre; 
the circle size represents the number of member events

B: the spatial convex hull of the latest state of the cluster

C: the trajectory of the cluster centre made during the observation time window

D: the spatial convex hull of all cluster states attained during the observation time window

E: cluster state details are accessible through mouse pointing

E
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Visualisation of the cluster evolution



R
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Our approach

1) Organize incoming events into 
micro-clusters

t  tgap

spatial projection temporal projection

t1 t2
t3 t4 t5

2) Join micro-clusters having  k connecting 
events

k

3) Treat clusters* with Nmin events as significant  present to the observer
* macro-clusters ( = unions of micro-clusters) and isolated micro-clusters

4) Store cluster history (summarized cluster states)
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Extensions

1) Account for thematic attributes:
a) Add an event to a micro-cluster only if its attribute 

value differs from the values of the latest M events 
by Dmax.

b) Join two micro-clusters only if their connecting 
events satisfy condition (a) for both micro-clusters.

E.g., thematic attribute ‘movement direction’ for 
low speed car movement events.

2) Account for the number of distinct event sources:
• The events have an attribute indicating the event source: car identifier, Twitter user identifier, ...
• A list of distinct event sources is created and maintained for each micro and macro-cluster.
• A cluster is treated as significant only if the number of distinct event sources is S. 

1 2



Example: simulated real time clustering of 
storm-related tweet events
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Example: simulated real time clustering of 
storm-related tweet events
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Resulting clusters
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Cluster trajectories
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Comparison to “classical” density-based clustering 
(OPTICS; not accounting for N of distinct sources)
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OPTICS Real-time



Comparison to “classical” density-based clustering 
(OPTICS; not accounting for N of distinct sources)
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OPTICS Real-time



Summary

• Types of spatio-temporal data: spatial events, trajectories (quasi-continuous, 
episodic), spatial time series

• Two aspects of spatial time series: local time series referring to places vs. 
spatial situations referring to times

• Transformations of spatio-temporal data

• Partition-based vs. density-based clustering

• Two-way partition-based clustering of spatial time series: 

• clustering of places by similarity of local time series

• clustering of times by similarity of spatial situations

• Density-based clustering of spatial events for detecting spatio-temporal 
concentrations

• Density-based clustering of streaming events
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